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Abstract

This paper presents a mathematical relationship between the parameters ofLevenspiel’s Deactivation Kinetic Model (LDKM) and those
of theDeactivation Models with Residual Activity (DMRA) and their evolution over time. This correlation provides an explanation for the
erroneous variation obtained in the kinetic parameters (deactivation order and deactivation function) over time whenLDKM is used to fit
deactivation data having a certain level of residual activity, which frequently leads to systematic errors in estimating intrinsic parameters,
such as activation energies. The variations of theLDKM parameters cannot in fact be related to a physical phenomenon, but are only
a consequence of a mathematical artifact. The methodology developed in this work provides a valuable tool for the comparison and
discrimination between different models used in kinetic studies. The equations here presented are applied to analyze the deactivation by
fouling of Pt/Al2O3 reforming catalysts during methyl cyclohexane dehydrogenation.
© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

One of the main problems in the estimation and interpre-
tation of kinetic parameters lies in the choice of the most
suitable kinetic model. An inappropriate choice of kinetic
model can result in misleading conclusions about the mech-
anism involved in the reaction under consideration[1].

In this context, theDeactivation Kinetic Model proposed
by Szepe and Levenspiel,LDKM, [2], has been widely used
in the area of the kinetics of catalyst deactivation to calculate
the loss of catalytic activity,a, over reaction time.

−da

dt
= ψd(pi, T)a

d (1)

The two kinetic parameters appearing in this model are
called “deactivation function”, ψd , and “deactivation
order”, d, respectively. The deactivation order depends on
the mechanism involved in the deactivation process and, in
principle, d must be constant throughout the reaction. The
deactivation function takes into account the influence on the
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deactivation rate of the operating conditions, i.e. reaction
temperature and concentration of reactants, products and
poisons. The explicit form of the deactivation function can
be of the pseudo-homogeneous type[2,3].

−da

dt
= (kdp

m
A )a

d (2a)

or of the LHHW type, usually deduced from mechanistic
developments[4–9].

−da

dt
=
(

kdp
m
A(

1 +∑
Kipi

)m
)
ad (2b)

This equation is usually used in its integrated form. Thus,
if the kinetic parametersd and ψd can be considered as
constants, the integration ofEq. (1) leads to the following
expressions:

a = exp(−ψdt); d = 1 (3a)

a = 1

(1 + (d − 1)ψdt)1/(d−1)
; d �= 1 (3b)

TheLDKM represented a significant advance in the develop-
ment of the kinetic modeling of catalyst deactivation, since
it was demonstrated that the majority of the empirical ki-
netic models previously proposed were particular cases of
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theLDKM [2]. In spite of this, theLDKM is not a sufficiently
general model, one of its limitations being that it predicts
that the catalyst activity always falls to zero[10,11]. Thus,
if the value of the deactivation order is greater or equal to 1,
the catalyst takes an infinite time to deactivate completely.
If the value ofd is ranged between zero and one, then the
LDKM predicts a total deactivation of the catalyst over a
finite time [12].

However, it is frequently found that the catalyst is not
completely deactivated but reaches a residual activity level
clearly distinct from zero[10,11,13–26]. This residual ac-
tivity is a function of the operating conditions and of the
nature of the catalyst. Among other reasons, the appearance
of a residual activity has been attributed to the presence of a
reversible deactivation process[13,15,18–21], or to the pres-
ence of a fraction of the active sites of the catalyst that are
not deactivated[11,13,27]. For instance, the existence of a
residual dispersion has frequently been observed during cat-
alyst sintering[22–26]. When the catalysts exhibit residual
activity, more general models to predict the presence of this
residual activity should be used. These models are called
General Power Law Equations, GPLE, [10], or Deactivation
Models with Residual Activity, DMRA, [11]. Several exam-
ples of these models are presented further

−da

dt
= ψ∗

d(pi, T)a
d∗ − ψS(pi, T) (4a)

−da

dt
= ψ∗

d(pi, T)a
d∗ − ψS(pi, T)a

dS (4b)

−da

dt
= ψ∗

d(pi, T)(a− aS(pi, T))
d∗

(4c)

−da

dt
= ψ∗

d(pi, T)a
d∗ + ψS(pi, T)a− ψS(pi, T)a

dS (4d)

The above equations are different generalizations of the
LDKM and in each case the value of the residual activity,
aS, is calculated as the root of the equation da/dt = 0.

When analyzing activity-time data showing a given value
of residual activity, it is better to use some of theDMRA ex-
pressions in the equations above in order to obtain reliable
kinetic parameters. On the other hand, if theLDKM is used,
it is found that both the deactivation order and the deactiva-
tion function vary over the reaction time[10,26–29]. It has
frequently, been postulated that a variation of the deactiva-
tion order is a consequence of a change in the deactivation
mechanism[27–29]or due to the influence of diffusional ef-
fects in the reaction kinetics[30]. However, as has already
been pointed out[10,11,26], such variations in the param-
eters do not usually have a physical basis and are only a
consequence of using an inadequate model. Another conse-
quence related to the use of theLDKM is that the values of
the intrinsic kinetic parameters ofEq. (2a and b)(activation
energies, pre-exponential factors, kinetic reaction orders and
constants of adsorption) are usually overestimated[26].

In spite of the above, no mathematical explanation has
been suggested for the variation in the deactivation order

when theLDKM is used to fit deactivation data with residual
activity. Thus, as far as we know, a mathematical relation-
ship between theLDKM and DMRA parameters and their
evolution over time has not been proposed. In this work, we
present a methodology that allows the correlation of the pa-
rameters of different deactivation kinetic models and their
evolution as a function of time. The aim of this work is not
to propose new methods for fitting kinetic data, but rather
to emphasize the importance of using appropriate models to
reach conclusions with a real physical meaning[10,26].

Finally, these equations have been applied to analyze the
deactivation by fouling of a reforming Pt/Al2O3 catalyst
during the dehydrogenation of methyl cyclohexane[31,32].

2. Relationship between the kinetic parameters of
LDKM and DMRA

In this section, a relationship between the intrinsic pa-
rameters of theLDKM andDMRA is established.Eq. (4c)is
used here for representing theDMRA because it is the most
frequently found in the literature[10,11,22–26]. However, it
should be emphasized that similar correlations can also be
obtained for otherDMRA equations.

When Eq. (4c) is used to analyze experimental data, it
is usually found that the deactivation order,d∗, is 1 or 2
[10,22–26]. In these cases, the following expressions for the
deactivation rate and activity evolution are obtained.

For d∗ = 1

−da

dt
= −a′ = ψ∗

d1
(a− aS1) (5)

a = aS1 + (1 − aS1)exp(−ψ∗
d1
t) (6)

and ford∗ = 2

−da

dt
= −a′ = ψ∗

d2
(a− aS2)

2 (7)

a = aS2 + (1 − aS2)

1 + (1 − aS2)ψ
∗
d2
t

(8)

Given that inEqs. (5) and (7)the value ofd∗ has been
fixed, these models have two parameters which can be fitted,
ψ∗
di

and aSi , as in the case of the model described by the
LDKM (Eq. (1)), for which the fitting parameters areψd
andd.

At this point, the goal is to predict the values that the
parameters ofLDKM, (ψd andd), should have in order to
be able to fit a set of experimental data showing residual
activity, following the same pattern as that described by
the DMRA (Eqs. (6) or (8)). LDKM and DMRA should
therefore predict the same activity values as a function of
time. Assuming that the deactivation rate predicted for both
models,LDKM andDMRA is the same, it is obtained that

(−a′) = ψda
d = ψ∗

d2
(a− aS2)

2 (9)

From the above expression, explicit equations ford andψd
of the following type can be obtained:
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Fig. 1. Fit of the experimental data at 352◦C, obtained from Jossens and Petersen[31]. Comparison of different deactivation kinetic models.

d = ϕ1(ψd, aS, ψ
∗
d, t) (10)

ψd = ϕ2(d, aS, ψ
∗
d, t) (11)

Using Eqs. (10) and (11), an infinite number of sets
of pairs {d, ψd} allows the calculation of identical
activity–time curves as predicted by theDMRA. It should
be emphasized that at least one, or both, of these parameters
must vary over time. In the simplest cases, we can assume
that one of these parameters is constant and consequently
the other can be obtained as a function of time. Three cases
have been developed for obtaining sets of pairs{d, ψd}
which allow for the simulation of theaDMRA curves. In the
first case thedeactivation order is maintained constant and
the variation in thedeactivation function, ψd is calculated.
The second case is the opposite, i.e.d is variable andψd is
constant, and in the third case both parameters are varied.

Case 1 (d variable,ψd constant). FromEq. (1), thedeacti-
vation order as a function of time can be obtained as follows:

d(t) = ln
(−a′/ψd)

ln(a)
(12)

In the above equation, botha′ anda can be computed by us-
ing any of theDMRA equations. In the present case,Eqs. (7)
and (8)have been used. By substitutingEqs. (7) and (8)in
Eq. (12), the deactivation orderd as a function of time can
be obtained as follows:

d(t) = ln(ψ∗
d2
(aDMRA − aS2)

2/ψd)

ln(aDMRA)
(13)

d(t) = ln


ψ∗

d2

ψd

(
1 − aS2

1 + (1 − aS2)ψ
∗
d2
t

)2



×
(

ln

(
aS2 + 1 − aS2

1 + (1 − aS2)ψ
∗
d2
t

))−1

(14)

Eq. (14)leads to the evolution ofd as a function of time for a
given set of fixed values of the parametersψd , ψ∗

d2
andaS2.

Using thesed(t) data, the activity decay can be computed
solving the following differential equation:

da

dt
= −ψdad(t) (15)

As was expected, the activity values predicted byEqs. (15)
and (8)are equal as a consequence ofEq. (9), Figs. 1–3.

Case 2 (ψd variable,d constant). As in the Case 1, the evo-
lution of thedeactivation function with time can be obtained
from Eq. (1).

ψd(t) = a′

ad
(16)

Thus, substitutingEqs. (7) and (8)in Eq. (16)leads to

ψd(t) = ψ∗
d2
(aDMRA − aS2)

2

adDMRA

(17)

ψd(t) = ψ∗
d2

(
1 − aS2

1 + (1 − aS2)ψ
∗
d2
t

)2

×
(
aS2 + 1 − aS2

1 + (1 − aS2)ψ
∗
d2
t

)−d
(18)

Eq. (18)leads to the evolution ofψd as a function of time for
a given set of fixed values of the parametersd, ψ∗

d2
andaS2.

Using again theseψd(t) data, the activity can be calculated
again solving the differentialEq. (1).

da

dt
= −ψd(t)ad (19)

Again, the activity values predicted byEqs. (19) and (8)
are equal,Figs. 1–3. It is important to note that both cases
presented here are equivalent in that they both predict the
same value of catalyst activity.
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Fig. 2. Fit of the experimental data at 377◦C, obtained from Jossens and Petersen[31]. Comparison of different deactivation kinetic models.

Case 3 (ψd and d variables). In this case both parame-
ters vary. Now, the main difficulty is to determine previ-
ously the variation of one of the parameters, and then to
calculate the other. Frequently, the calculation of thede-
activation order of LDKM is made using the slope of the
log(a) versus log(t) plot. The equation corresponding to this
plot is

a = Atm ⇔ ln(a) = ln(A)+m ln(t) (20)

This equation is an approximation of theEq. (3b), for the
case in which(d − 1)ψdt � 1, [2]

a ∼= ((d − 1)ψdt)
1/(1−d) (21)

Fig. 3. Fit of the experimental data at 400◦C, obtained from Jossens and Petersen[31]. Comparison of different deactivation kinetic models.

and therefore

ln(a) ∼= 1

1 − d
ln((d − 1)ψdt)

= ln((d − 1)ψd)

(1 − d)
+ 1

1 − d
ln(t) (22)

From the above equation it can be seen that the exponentm
can be experimentally calculated as

m = 1

1 − d
= d(ln(a))

d(ln(t))
= (a′)t

a
(23)

It is frequently observed that the deactivation data dis-
played in a log(a) versus log(t) plot do not show a linear
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behavior and sometimes this fact has been wrongly consid-
ered as a variation of thedeactivation order [27–29].

In this case the evolution of thedeactivation order is
directly obtained substitutingEqs. (7) and (8)in Eq. (23).

d(t) = 1 − a

(a′)t
= 1 +

(
aS2 + (1 − aS2)

1 + (1 − aS2)ψ
∗
d2
t

)

×

ψ∗

d2
t

(
1 − aS2

1 + (1 − aS2)ψ
∗
d2
t

)2



−1

(24)

In addition, the evolution of thedeactivation function can
be deduced substitutingEqs. (7), (8) and (24)in Eq. (17).

ψd(t) = ψ∗
d2

(
1 − aS2

1 + (1 − aS2)ψ
∗
d2
t

)2

×
(
aS2 + 1 − aS2

1 + (1 − aS2)ψ
∗
d2
t

)−d(t)
(25)

The above equation is similar toEq. (18), but now the
deactivation order appearing in the exponent of the denom-
inator, is not a constant but varies over time in accordance
with Eq. (24).

Finally, for this case the activity can be calculated solving
the following differential equation takingEqs. (24) and (25)
into consideration
da

dt
= −ψd(t)ad(t) (26)

Again, the activity values predicted byEqs. (26) and (8)
are equal, as is shown inFigs. 1–3.

Eqs. (14), (18), (24) and (25)show how the variations of
the kinetic parameters of theLKDM do not in fact have any
physical meaning, but are only a consequence of a mathe-
matical artifact due to the use of an inadequate kinetic model.

Fig. 4. Evolution of thedeactivation order of LDKM according to Case 1.

On the contrary, when appropriate models, such asDMRA
are used, the kinetic parameters do not vary as a function of
time and have realistic values from a physical point of view.

3. Application to experimental data

The equations presented above have been applied to study
the deactivation data obtained by Jossens and Petersen in
the dehydrogenation of methyl cyclohexane, using Pt/Al2O3
and Pt-Re/Al2O3 reforming catalysts[31,32].

In these studies, the effect of the process variables, such
as methyl cyclohexane concentration, toluene concentration,
hydrogen partial pressure and the operating temperature have
been investigated[31]. It is important to note that, in all the
cases, the activity versus time plots displayed in references
[31,32] indicate the existence of a residual activity.

For example,Fig. 6 of reference[31] shows the effect
of the hydrogen partial pressure, indicating that the residual
activity increased as the H2 concentration was increased. In
addition,Fig. 3 of referene[32] show the hydrogen reacti-
vation of a Pt-Re fouled catalyst generation. Then, the ex-
istence of a residual activity could be related to the partial
regeneration of the fouled sites by hydrogen, via a mecha-
nism involving the reaction between coke precursors and H2
[5,32,33]. Hence, the residual activity should be a function
of the equilibrium constant in the deactivation–regeneration
process[11,18–22].

In subsequent papers, the deactivation data obtained by
Jossens and Petersen[31,32]were re-interpreted by Pacheco
and Petersen[28,29]. These authors developed a complex
deactivation model for catalyst fouling based on theLDKM.
In this model, the “Multiplet Fouling Model” [29], the vari-
ation of the deactivation kinetic order was assumed.

These deactivation data can also be alternatively explained
using a deactivation model with residual activity. Here, we
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Fig. 5. Evolution of thedeactivation function of LDKM according to Case 2.

Fig. 6. Evolution of thedeactivation order of LDKM according to Case 3.

use theDMRA model represented byEq. (4c)to analyze the
deactivation data reported inFigs. 4–7of reference[31]. In
addition, these data were also fitted using theLDKM. Only
the effect of the reaction temperature on the deactivation
behavior (seeFig. 7 of reference[31]) is reported. The best
fittings were obtained when a deactivation orderd∗ = 2 for
theDMRA model (Eq. (8)) was used.

The deactivation kinetic parameters obtained using both
deactivation models,DMRA andLDKM, are summarized in
Tables 1–4.

The results shown inTables 1 and 2correspond to the
parameters obtained by non-linear regression of the activity
versus time curves to theLDKM and DMRA respectively.
These tables also show the values ofχ2 andR2 as indicative
of the goodness of the fittings. Given that the number of pa-
rameters is the same in both models, a direct comparison of

Table 1
Influence of the temperature on the parameters ofLDKM

Temperature (◦C) ψd (min−1) d χ2 R2

352 3.55± 3.97 8.59± 1.37 0.0035 0.9080
377 1.19± 0.52 5.31± 0.43 0.00163 0.9626
400 2.86± 2.18 4.91± 0.65 0.00192 0.9693

Monovariable fitting.

Table 2
Influence of the temperature on the parameters ofDMRA

Temperature (◦C) ψ∗
d2

(min−1) aS2 χ2 R2

352 0.341± 0.0484 0.291± 0.010 0.00084 0.97799
377 0.345± 0.049 0.180± 0.011 0.00133 0.96948
400 0.627± 0.0534 0.140± 0.006 0.00029 0.99529

Monovariable fitting.
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Fig. 7. Evolution of thedeactivation function of LDKM according to Case 3.

Table 3
Intrinsic parameters ofLDKM

Parameter Value± S.E.

χ2 0.00266
R2 0.9443
ψdm (min−1) 0.698± 0.279
Ed (kJ/mol) 229.1± 34.2
d 6.42 ± 0.49

Multivariable fitting. Temperature of reparameterisation: 625 K.

Table 4
Intrinsic parameters ofDMRA

Parameter Value± S.E.

χ2 0.00093
R2 0.98107
ψ∗
d2m

(min−1) 0.301± 0.039
E∗
d2

(kJ/mol) 44.2± 14.7
AS20 0.285± 0.011
ES2 (kJ/mol) −55.1 ± 5.8

Multivariable fitting. Temperature of reparameterisation: 625 K.

the values ofχ2 andR2 allows the best model to be selected
from a statistical point of view. TheDMRA is shown to be
a better model because it presents higher values ofR2 and
lower values of theχ2 for the three temperatures. Further-
more, and more importantly, as can be seen inTable 1, the
variation with the temperature of the deactivation function
of theLDKM does not follow a clear pattern. In addition, the
deactivation order changes with the temperature and takes
very high values in all the cases. It is very difficult to explain
these facts from a mechanistic point of view.

On the other hand, the parameters of theDMRA follow
a logical trend and have values within the expected range.
As was anticipated, the deactivation function,ψ∗

d , increases

with the temperature and the residual activity has values of
between 0 and 1 in all the cases, seeTable 2. Figs. 1–3show
the fitting with the different models of data obtained at the
three temperatures studied by Jossens and Petersen[31].

In order to calculate the activation energies involved in the
deactivation process, a non-linear multivariable regression
analysis of all the curves was made with both models. In
the case of theLDKM, we assume a constant value for the
deactivation order and an Arrhenius-type dependence for the
deactivation function. This dependence can be expressed in
a reparameterised form as follows:

ψd = ψd0 exp

(
−Ed

RT

)
= ψdm exp

(
−Ed
R

(
1

T
− 1

Tm

))
(27)

where:

ψdm = ψd0 exp

(
− Ed

RTm

)
(28)

In this case we selectTm = 625 K (352◦C). In Table 3
are shown the values ofψdm , Ed and d and the val-
ues of χ2 and R2. It can be seen that the value ofψdm
(0.698± 0.279 min−1) is quite different from the value of
ψd estimated at 352◦C (3.55 ± 3.97 min−1), seeTable 1.
These values would be quite similar if the model was ade-
quate. The estimated value of the apparent activation energy
is 54.8 kcal/mol (229.1±34.2 kJ/mol). Jossens and Petersen
[31] give a value of 39 kcal/mol for the period of the slow
deactivation (attained at long times) and 8 kcal/mol for the
initial period of rapid deactivation. For the same reaction
of dehydrogenation of methyl cyclohexane and using a
Pt-Re/Al2O3 catalyst, Pal et al.[34] calculate a value of
35 kcal/mol for the activation energy of deactivation, using
the LDKM with d = 2. Pacheco and Petersen[28], using
the LDKM, obtained a value of 74 kcal/mol. In this study,
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these authors are implicitly using a valued = 6. As can
be seen inTable 3, the calculations of these authors are in
very good agreement with the values obtained in the present
work using theLDKM.

In the case of theDMRA, we assume Arrhenius-type
dependence for both parameters. For the deactivation
function,ψ∗

d2
, the equation is

ψ∗
d2

= ψ∗
d20

exp

(
−E

∗
d2

RT

)

= ψ∗
d2m

exp

(
−E

∗
d2

R

(
1

T
− 1

Tm

))
(29)

where

ψ∗
d2m

= ψ∗
d20

exp

(
− E∗

d2

RTm

)
(30)

For the residual activity, we can get

aS2 = AS20 exp

(
−ES2

RT

)

= AS2m exp

(
−ES2

R

(
1

T
− 1

Tm

))
(31)

where

aS2m = AS20 exp

(
− ES2

RTm

)
(32)

The results of this fitting are shown inTable 4. Again, a
comparison of the values ofχ2 andR2 in Table 4with those
of Table 3indicates that theDMRA is the best model, even
taking into account that it has one more parameter.

In Table 2, it can be seen that the values ofψ∗
d2m

(0.301±
0.039 min−1) and ofAS20 (0.285± 0.011) are quite similar
to the values ofψ∗

d2
andaS2 estimated at 352◦C (0.341±

0.0484 min−1 and 0.291± 0.010, respectively). This fact
indicates the reliability of this model. The estimated value
of theE∗

d2
is 10.6 kcal/mol (44.2 ± 14.7 kJ/mol), this value

being five times lower than the activation energy calculated
with theLDKM, Table 3. Bartholomew[26] found that fre-
quently, the activation energies predicted by theDMRA are
between 2 and 10 times lower than those predicted by the
LDKM, and this fact is a consequence of over-estimation of
the deactivation function obtained when theLDKM is used.

As has already been mentioned, the presence of the resid-
ual activity could be explained regarding the deactivation
process as reversible. Thus, it is considered that the coke for-
mation occurs through a reversible scheme, as already was
suggested by Wolf and Petersen,[5,33].

P(coke precursor)+hl(hactive sites) ⇔ Plh ↓ (coke)+ H2

According to this, a fraction of the fouled sites can be
regenerated by means of the reaction of coke with hydro-
gen. Therefore, the concentration of coke at the equilib-
rium would be determined by the operating conditions. This

would explain why increase the hydrogen concentration in
the feed increases the residual activity,[31] given that the
coke concentration at the equilibrium diminishes.

Furthermore, it is also observed that an increase in the op-
erating temperature reduces the residual activity,Figs. 1–3.
This suggests that the activation energy of the coke forma-
tion stage is greater than that of the reactivation of the fouled
sited with hydrogen. The negative value of the parameter
ES2 can then be explained considering that the value of the
residual activity depends on the ratio between the rate of
coke formation and the reverse reaction. In fact, this appar-
ent negative activation energy would be the difference be-
tween the activation energies of both stages[22].

Furthermore, usingEqs. 14 (Case 1), 18 (Case 2) and 24
and 25(Case 3), allows us to calculate the evolution over
time of the values of the kinetic parameters involved in the
LDKM. In these equations the values ofψ∗

d2
and aS2 are

calculated from the values shown inTable 4. In addition, the
values ofψd in Eq. (14), andd in Eq. (18), are calculated
from the values presented inTable 3. The choice of these
values is one of the aspects to be considered when using
either of the two first cases. In principle, any value would
be valid but the simplest and most logical choices would be
using the values ofψd andd shown inTable 1or the values
calculated from the parameters shown inTable 3. On the
other hand, for Case 3 it is not necessary to take any initial
value for the parameters.

Figs. 4–7is shown the evolution ofd and ψd for the
three cases studied. InFigs. 4 (Case 1) and 6(Case 3) it
can be seen that thedeactivation kinetic order tends towards
infinitum as the time tends to zero, for the three tempera-
tures studied. At short times, the value ofd diminishes dra-
matically until reaching a minimum value. From this point
on the deactivation order increases continuously over time.
However in Case 3, for times above the minimum, i.e. the
application range of Case 3,((d − 1)ψdt � 1), the in-
crease ofd is nearly linear and the values ofd are higher
than those calculated for Case 1. Moreover, in both cases
the values ofd are almost identical at all temperatures un-
til the minimum is reached, after which they are different
for each temperature. After the minimum, the deactivation
order decreases as the temperature increases. This trend is
similar to that observed for the values ofd in Table 1.
Fig. 6 also provides an explanation of why in various stud-
ies of deactivation by sintering, very high values ofd (up
to 15) have been obtained using the log(a) versus log(t)
plot [35,36].

Fig. 5 shows the evolution ofψd predicted in Case 2. It
can be seen how, in this case, the value ofψd evolves over
time in the opposite way to the deactivation order predicted
in Cases 1 and 3. Thus, at short times it increases sharply
until reaching a maximum value from which point it dimin-
ishes continuously with time.Fig. 7 presents the values of
ψd calculated according to Case 3. In this case,ψd increase
dramatically along the time, attaining values of 1010. Con-
trary to Case 2, whered is considered constant, in Case 3
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the value ofd increases continuously over time, resulting
in a lower value of the denominator inEq. (25)and there-
fore an increase of the values ofψd . Finally, as expected,
at any given time the temperature increase raises the value
of ψd .

4. Conclusions

It has been shown that the parameters of theLDKM must
vary continuously over time when this model is used to fit
deactivation data with residual activity. This fact could lead
to systematic errors in estimating intrinsic parameters, such
as activation energies or pre-exponential factors.

The variation of thedeactivation order and thedeactiva-
tion function over time cannot normally be related to a phys-
ical phenomenon, e.g. a change in the reaction mechanism,
instead is only the consequence of a mathematical artifact.

The three cases developed here allow the establishment
of a mathematical relationship between the deactivation
parameters of two different kinetic models,LDKM and
DMRA. The most suitable kinetic model for a given set of
experimental data can be determined, avoiding misleading
conclusions about the mechanism involved in the reaction
under consideration.

The methodology developed in this work allows the cor-
relation of the kinetic parameters of different deactivation
kinetic models and their evolution as a function of time and
provides a valuable tool for comparing and discriminating
between different models used in kinetic studies. This does
not involve new methods for fitting kinetic data, but rather
to emphasize the importance of using appropriate models to
reach conclusions with a real physical meaning.
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